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1. INTRODUCTION
The dbTrento group was established in 2006 by Profs

Themis Palpanas and Yannis Velegrakis. Since then it
has steadily grown into a fully functioning group with
(currently) 17 members. It is located in Trento, a beauti-
fully preserved historic town in the Dolomite mountains,
which hosts one of the 6 ICT Labs of the European In-
stitute of Innovation and Technology (EIT), and aims to
become a reference research and technological center in
Europe. The VLDB 2013 conference is being organized
by dbTrento, its founders serving as the General Chairs.
The mission of the group is to conduct high quality re-
search on different aspects of large scale data and infor-
mation management. The following sections provide a
high level description of the work in these areas, which
has also led to 3 Best Paper awards.

2. ADVANCED QUERY ANSWERING
[Semantic-based Keyword Search] Keyword search
is becoming the de-facto mechanism for querying
data [19], since it does not require knowledge of the full
semantics or their organization in the repository, neither
knowledge of some complex query language. For this
reason, there has been enough work on querying struc-
tured (mostly relational) data through keywords. These
works are typically based on an index that is built in
advance, and which supports at run time the mapping of
keywords to database structures. This index requirement
makes these approaches difficult to apply when there
is no prior access to the data, a common situation that
occurs in integration system or on the web where the
sources are autonomous and allow access to their data
only through web interfaces or wrappers.

Collaboration with researchers from the University of
Modena and the University of Zaragoza, has resulted
into Keymantic [7], an engine for answering keyword
queries over relational data that uses only the metadata
provided by the database and some auxiliary informa-
tion that is freely available on the web. Keymantic is
using this information in order to understand the seman-
tics of the keywords [6] and discover the best matching

of these keywords to database tables, attributes or val-
ues. It does so by using an adapted version of the Hun-
garian algorithm. The discovered matches are combined
to form SQL queries and returned to the user ranked in
decreasing older of the likelihood that they represent the
intended user query semantics. The KEYRY [9] is a ver-
sion of Keymantics that uses a Hidden Markov Model,
instead of the Hungarian algorithm, to make the predic-
tions [8]. Apart from query answering, Keymantic can
be used in data exploration. In particular, given a key-
word query it can return structured queries exposing the
structures of the data repository that may be related to
the keyword query semantics. This can be applied not
only on relational data but also on data of graph struc-
ture [10].

A lot of work within the group has been devoted to
the management of entities that form the basis of Datas-
paces and of Semantic Web Data [19]. One of these
works is the discovery of the entities that best match a
specification expressed in a keyword query. By exploit-
ing attribute frequencies found in query logs, a classi-
fier is trained to predict the intended semantics of the
keyword query and to construct the answer as a ranked
set of entities, with the most prominent at higher posi-
tions [35].

[Approximate Query Answering] Documents, or
semi-structured data in general, provide a great deal of
information, but their lack of schema makes information
discovery a challenging tasks. Together with the Uni-
versity of Bozen-Bolzano and the University of Alberta,
we have created TASM [3], a system that allows approx-
imate query answering on large XML documents. It is
based on the prefix ring buffer that allows the pruning
of all the subtrees in the document above a threshold in
a single postorder scan of the document, leading into an
algorithm that depends only on the size of the query [4].
This work won the Best Paper award in ICDE 2010.

[Managing Evolution] The dynamic nature of the data
has been realized from the very first days of data man-
agement. However, work has mainly focused on value



updates, offering the ability to query the data at differ-
ent points of time. These approaches did not support the
representation of relationships between different struc-
tures that model the same real world object at differ-
ent points in time, which in turn made hard the realiza-
tion of the evolution phases through which the object
has gone through. Furthermore, even if such a model-
ing is made, it is not guaranteed that it will match the
evolution model on which a query is constructed. For
instance, a database may contain different instances of
Germany from different phases of its history, i.e., as an
empire, as the pre-war country, as East and West, and as
a unified country. If these are different entities, a query
asking for leaders of Germany, where Germany refers
to the general concept of the German nation, will not be
possible to answer.

With this in mind, our members have developed a
mechanism that allows the evolution information to be
included explicitly or implicitly [47, 45, 46, 42] in the
data, forming an evolution graph. Apart from mod-
eling and querying evolution [44], the system allows
the answering of queries formed with a different evo-
lution granularity in mind than the one of the repos-
itory [15]. This is achieved by performing at run-
time merges of structures representing different evolu-
tion phases of an object. Achieving the minimum re-
quired such merges, boils down to efficient discovery of
Steiner Forests which we solve using dynamic program-
ming [14].

3. INFORMATION INTEGRATION
A long chapter in the dbTrento research agenda is

related to Data and Information Integration from mul-
tiple disparate heterogeneous sources. Much of this
work is based on entities as the basic data unit, driven
by their recent popularity and expressiveness. Many of
our developments were fundamental components in the
OKKAM project that aims at the creation of an infras-
tructure for global identifiers for every web object [12,
5, 33, 27, 39] Our collaborations with colleagues from
the Semantic Web community and our participation in
many projects from that area has revealed numerous
challenging data management issues, that were recently
summarized in a related tutorial [24].

[Blocking Techniques] A basic task in every integra-
tion effort is Entity Resolution (ER), i.e., the ability
to identify whether two pieces of information represent
the same real world entity and then merge them into
a single representation. This is inherently a quadratic
task, requiring pair-wise comparisons among all ob-
jects in the collection. In order to scale ER to the vol-
ume of Web Data, blocking techniques are typically
employed. However, most of the blocking techniques
rely on schema information and are inapplicable to the

highly heterogeneous settings of Web Data.
In collaboration with the L3S Research Center, we

have proposed a novel framework consisting of two or-
thogonal layers (the effectiveness and efficiency layers),
and showed how all blocking methods for highly hetero-
geneous data spaces map to this framework [41]. In ad-
dition, we have proposed several new techniques for im-
proving the performance of ER [40, 41], namely, redun-
dancy elimination, attribute-agnostic blocking, attribute
clustering blocking, comparison pruning, and compari-
son scheduling, which all together offer significant time-
performance improvements at a negligible cost on ef-
fectiveness. An interesting research direction would be
to investigate the use of cloud computing and resource
management technologies [28], in order to further im-
prove the performance of the proposed techniques.

[On-the-Fly Entity Resolution] Traditional entity res-
olution approaches compute some similarity score be-
tween entities to decide whether they represent the same
real world object. However, it is not clear what value of
that score is high enough for such a decision, especially
across different score computation methods. Further-
more, two representations may be seen as one in some
cases and as independent in another, making the deci-
sion on the merging an application or query dependent.

With this is in mind, we have decided to take a radi-
cal approach and in collaboration with researchers from
the L3S Research Center and the Technical University
of Crete, we have developed LinkDB [26], a probabilis-
tic linkage database system. We have thought that since
it is hard to decide on whether a score is high enough
to make a decision, we can postpone the decision un-
til when needed. As such, we run entity linkage algo-
rithms on our data but instead of doing any merging
based on the results, we store the computed similari-
ties in the repository alongside the data. At run time,
when the user query is known, the system investigates
what merges can be made and generate the answers the
user query by evaluating it in a virtual database result-
ing from the merging of these entities [25]. An impor-
tant feature of the system is that only the merges that
affect the query results are taking place and not all the
possible merges in the database. Another important fea-
ture is that the user may see results that are not in the
database, but inferred from the stored data through on-
the-fly merges.

[Schema and Data Mapping] A traditional topic of
interest in the group is data mapping, i.e., the ability
to associate data in one format with data in another.
The work is rooted in our past participation in the de-
velopment of Clio [20], a schema mapping tool from
IBM Almaden. Clio was based on relational and semi-
structured data, but we have ported this experience into



the development of mappings between entity reposito-
ries and ontologies. These new applications were de-
veloped in Papyrus [29], an EU project aiming at the
creation of availability of content of one discipline to a
different discipline, allowing people from the first, e.g.,
historians, to query data from the other, e.g., news, even
if the latter uses a different terminology, structure [13],
or language [52].

[Benchmarking] Evaluation is a fundamental step of
every scientific finding, since it allows comparison with
similar products and leads to informative decisions. Un-
fortunately, for many relatively novel areas like schema
mapping and entity management, there is no globally ac-
cepted evaluation methodology. Researchers or vendors
use their own tests and metrics leading into a blurred
environment among similar products, developments or
findings. Our group has spent a significant amount of ef-
fort into studying the problem and developing complete,
consistent and principled evaluation methodologies that
were recently presented in a tutorial [11]. Among these
works is STBenchmark [1], a benchmark co-developed
with the University of California Santa-Cruz, for eval-
uating mapping systems. It consists of a collection of
test cases that can be used to measure the capabilities
and limitations of a mapping system in terms of expres-
siveness and flexibility. Furthermore, it can dynami-
cally generate of test cases at different levels of com-
plexity and size, allowing the evaluation of the map-
ping systems in terms of scale [2]. In the same spirit
with STBenchmark we have developed EMBench1. It
is based on the same principles but it is designed for
evaluating entity matching systems and can be a useful
complement to the test cases provided by the OAEI ini-
tiative.

[Updates] Integration Systems have traditionally been
considered read-only, mainly due to the fact that the
system had no control over the data stored in the indi-
vidual sources. Nevertheless, many times the integra-
tion reveals information not original available by the in-
dividual sources, thus, it may require that updates be
issued on the integrated data. These updates have to
be propagated to the sources. In collaboration with the
AT&T Research Labs have studied ways to implement
this goal [30, 46] and overcoming the difficulties that the
view update theory is posing on the aspect.

4. STRUCTURED DATA ANALYTICS

[Data Stream Processing] The availability and use of
(various types of) sensor networks have generated a lot
of research interest. A major part of this effort has con-
centrated on how to efficiently collect and analyze the

1http://db.disi.unitn.eu/pages/EMBench/

streams of sensed data. The dbTrento group has been
working on several problems related to streaming data,
ranging from data collection and representation, to data
management, and analysis. Much of this work is also
relevant to wireless sensor networks, and has been de-
scribed in a recent survey of the area [37].

We have recently proposed a data-driven acquisition
technique based on a linear model, DBP [43], that re-
duces the communication costs while mitigating the
problems of noise and outliers. Relative to previous ap-
proaches, it can be much more efficiently implemented
on resource-scarce nodes, and provides accuracy guar-
antees on the reported sensor measurements. Our work
has shown that in the case of wireless sensor network
deployments, further advances of the data management
techniques would have little practical impact on the
system lifetime [43]. Instead, improvements are more
likely to come from radical changes at the routing and
MAC layers, where new, data-aware protocols need to
be designed. This work won the Mark Weiser Best Pa-
per award in PerCom 2012.

The sheer number and size of the data we need to ma-
nipulate in many of the real-world applications dictates
in several cases the need for a more compact represen-
tation than the raw data. We have developed novel, am-
nesic data approximation techniques that represent the
most recent data with low error, and are more forgiving
of error in older data, for arbitrary user-specified am-
nesic functions [38]. These techniques are incremen-
tally maintainable, and are applicable to both landmark
and sliding windows.

Several of the applications that consume streaming
data, possibly from multiple sources, have high process-
ing requirements over a significant portion of these data.
We have developed a framework targeted to such appli-
cations, which aims to approximate in an online fashion
multi-dimensional data series distributions [50]. This
framework is adaptive, requires no a priori knowledge
about the distributions of the sensed values, and it oper-
ates in a distributed fashion. We have demonstrated the
applicability of the above framework in addressing two
diverse and demanding problems, namely, identification
and tracking of homogeneous regions [49], and outlier
detection [50].

In a similar setting of multiple data stream processing
in a network of nodes, we have proposed a technique
for processing continuous queries that optimizes for the
profiled input throughput that is focused on matching the
expected behavior of the input streams [48]. We have
also separately considered the problem of streaming
sub-space clustering for high-dimensional spaces [36].

The efficient detection of frequent items in data
streams is another interesting problem with many ap-
plications across domains. In this context, we have



performed a comprehensive comparative analysis of the
available solutions, leading to several insights [31], and
we have proposed a solution to the problem of finding
recent frequent items in ad hoc windows in the past [51].

[Learning in Data Streams] Data streams can also
carry information (e.g., user preferences) useful for
learning algorithms. In this context, we have proposed
a novel approach that can combine the content (descrip-
tive aspect) and the type (directly quantifiable, or binary
aspects) of the information instances, and studied the
learning curves of the algorithms under different ran-
dom information shifts [21]. This work won the Best
Paper award in ADAPTIVE 2009.

Building on this work, we subsequently proposed an
analytic model that describes the effect of the mem-
ory window size on the average prediction performance
of a learning system, regardless of its underlying algo-
rithm [22, 23]. We have additionally identified simple
criteria, some of which are tied to specific data charac-
teristics, that can be used by our framework in order to
compare the behavior of learning algorithms in the pres-
ence of varying levels of noise [34].

[Data Series] There is an increasingly pressing need, by
several applications in diverse domains (ranging from
astronomy and biology, to electrical grids and manu-
facturing), for developing techniques able to index and
mine very large collections of data series, in the order
of hundreds of millions to billions. Evidently, this re-
quirement calls for novel approaches and techniques for
management and processing data series.

In this line of work, we have developed iSAX 2.0, a
data structure designed for indexing and mining truly
massive collections of data series [16], in collabora-
tion with the University of California at Riverside. We
showed that the main bottleneck in mining such massive
datasets is the time taken to build the index, and we thus
introduced the first bulk loading mechanism specifically
tailored to a data series index, and reported the first pub-
lished experiments to index one billion data series. Even
though these results are promising for the practitioners,
we observe that the analysis step cannot start before the
lengthy indexing step ends. Removing this restriction is
an interesting research direction.

In this area, we have also proposed fast and scal-
able techniques for pattern identification in data series
streams [32]. The observation that in several cases the
values in the data series are uncertain, has guided us to
investigate this parameter of the problem. This value un-
certainty may be due to the inherent imprecision of sen-
sor observations, data aggregations, privacy-preserving
transforms, or error-prone mining algorithms. Our study
suggests that a fruitful research direction is to develop
models for processing uncertain data series that take into

account the temporal correlations in the data [18], which
has not been considered so far.

5. ANALYTICS ON NON-STRUCTURED
DATA

[Subjectivity Analysis] In the past years we have wit-
nessed Sentiment Analysis and Opinion Mining becom-
ing increasingly popular topics in Information Retrieval
and Web data analysis, allowing us to capture sentiments
and opinions, expressed in online user-generated con-
tent, at a large scale. Tracking how opinions or dis-
cussions evolve over time can help us identify interest-
ing trends and patterns, and better understand the ways
that information is propagated. The dbTrento group
has been involved in research work relevant to the ar-
eas of Sentiment Analysis and Opinion Mining, and has
spearheaded the work on Contradiction Analysis, which
has also led to collaborations with HP Labs, the Qatar
Computing Research Institute, and the Al Jazeera news
broadcasting network. We have recently presented a
comprehensive survey on the research problems in the
above areas [56].

Our main focus has been the problem of finding
sentiment-based contradictions at a large scale [57]. We
defined two types of contradictions, depending on the
distributions of opposite sentiments over time, namely,
synchronous and asynchronous (sentiment-shift) contra-
dictions, and introduced a novel measure of contradic-
tion that accounts for the variability within and across
data collections. We also proposed a scalable method for
identifying both types of contradictions at different time
scales that employs sentiment values on a continuous
scale. An interesting direction of research is to charac-
terize (e.g., in terms of demographics) and explain (e.g.,
in terms of news events) the identified contradictions, as
well as generalize the proposed model to arbitrary opin-
ion data (i.e., not just numeric sentiments) [55].

[Facet Discovery] Advances in social-media and user-
generated content technologies have resulted in collect-
ing extremely large volumes of user-annotated media;
for instance photos (flickr), urls (del.icio.us), and oth-
ers. All these platforms provide users with the capabil-
ity of generating content and assigning ad hoc tags to
this content. Motivated by applications in the domain
of collaborative tagging, we have introduced the prob-
lem of diverse dimension decomposition, which can be
used for facet discovery, where a dimension is a set of
mutually exclusive tag-sets. The information theoretic
mining framework we have proposed together with Ya-
hoo! Research can be interpreted as a dimensionality-
reducing transformation from the space of all tags to the
space of orthogonal dimensions [53, 54].



6. FUTURE DIRECTIONS
The group continues the work on data and informa-

tion management and analysis, with an emphasis on
the problems arising from the scale of the data, their
non-structured, heterogeneous and uncertain nature, and
from specific application requirements, such as privacy
guarantees on public administration data, or particular
analysis tasks on scientific data. More specifically, the
main research directions of the group are the following.

[Smart Cities] The availability of data and information
on several different aspects of everyday life in digital
format allows us to form a clear picture about the work-
ings of a city, or a community in general. This can help
us design tools for better managing fundamental prin-
ciples relevant to citizens (such as privacy [17]) in new
unexplored contexts, e.g., Big Open Data, and applica-
tions, e.g., Data Journalism. They will also enable us to
react, follow on, predict, and influence various societal
situations. In collaboration with the public administra-
tion and relevant industries, we will investigate novel
techniques and methodologies that can help us achieve
the above goals, even in new fields, like e-crime.

[User-Generated Content] Complementary to the pre-
vious direction is that of analyzing user-generated con-
tent. Given the wealth of such data on the web, we aim
to develop a subjectivity analysis toolset that will take
into account social structures and events information,
and will offer intuitive analytics functionalities for un-
derstanding, explaining, and predicting trends and be-
haviors on the social web. Furthermore, the toolset will
be predicting goals, user intentions and will be building
dynamic user profiles from user generated content and
user actions. Finally, it will be able to evaluate the qual-
ity of the provided information using the history of the
users and the reactions of the crowds.

[Scientific Data] Through the ongoing collaboration
with scientists, e.g., biologists and neuroscientists, who
need to analyze large collections of data, usually on
commodity hardware, we are aiming at providing them
with tools that can efficiently perform complex analytics
that take into account the special nature of their data and
their intended tasks.
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